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As the information relative to endowments, cost$ preferences is dispersed among many
agents, the quality of resource allocation depeadshe ability of markets to communicate
information inside the economic system. Becausernrdtion is transferred through
negotiation and transaction behaviors, the netwafrkrading relations defines the channels
through which it flows. In the present study, we new computational tools to analyze the
performance of two wholesale trade institutions elydused around the world: network
trading and marketplace trading. Whilst network diag and marketplace trading
disseminate far fewer bits of information than af@etly transparent benchmark market, they
often manage to generate an allocation of resoutbas is almost as good. In many cases,
network trading proves more effective than markeatpl trading (contrary to a common
preconception). This surprising performance of rettrading is linked to a form of indirect
arbitrage induced by connections between netwolrkglications for market design and
public policy making are presented, along with pests for further research.
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1. INTRODUCTION

The decisive role of markets in the disseminatibmfiormation among economic agents is
now firmly anchored in the economic literature.ded, the dispersion of information relative
to endowments, costs and preferences may makercesallocation inefficient (Hayek, 1937;

Hurwicz, 1969; Grossman and Stiglitz, 1976; Smli®32). By chance, markets play the role
of communication systems (Hayek, 1945; Radner, 19%88&wicz, 1969; Grossman and

Stiglitz, 1976; Smith, 1982; Grossman, 1989; Kirznk992). Agents reveal their private

information through their trading behavior (searofffers, bids etc.). This information is

aggregated in prices and other market signals, Velaals to a dissemination of information
inside the economic system. However, as the ecan@yents possess partial or even
erroneous information, they are likely to behaveaiway which leads others into error, and
this can generate a cascade of misleading infoomatinning through the market. Hence
there is no guarantee that the market process asitiverge towards efficient resource
allocation (Hayek, 1937).

It is also well-known that markets are institutiotreding behaviors must follow established
rules specifying “who can trade with whom” and heolwe parameters of the transaction
(quantity, quality, and price) are measured andotiggd. These rules determine the
performance of markets as communication systemsabochtion mechanisms (Hayek, 1948;
Smith et al., 1982; Grossman, 1989; Kirzner, 1983th and Peranson, 1999).

Market rules can be translated in the conceptsnfafrination and communication theory
(Galtier 2002b). The rules for measuring and nedgjoiy the different trading parameters
(quantity, quality, and price) constitute tla@guage of the markefThe messages sent by the
agents in the form of offers and bids are expresselis language. Market language affects
the (unbiased and noiseless) revelation of agenigte information regarding their costs,
endowments, and preferences. The rules that deteriwho can trade with whom” constitute
the communication network of the market (or “marketwork”)". Given that information is
disseminated through negotiation and transactidraviers, the market network defines the
channels through which information flows.

As Kirman (1987) emphasized, almost all the literaton market networks focused on two
types of communication networks: Walrasian stapsldanetworks and complete networks. In
Walrasian star-shaped networkgach agent is only connected to a central auexion
(Hurwicz, 1969; Radner, 1972; Grossman and Stjgli80). This is typical of a completely
centralized market. Those studies have been eeticby Austrian School economists for
their lack of realism: they failed to capture tiealr(decentralized) nature of markets (Hayek,
1948; Thomsen, 1992; Kirzner, 1992, 1997)cdmplete networkeach agent is connected to
all others. This is typical of a completely decahed market (Feldman, 1973; loannides,
1975; Smith, 1982; Hardle and Kirman, 1995 ; SbhnE996; Roth and Xing, 1997; Kirman

1 In the economic literature, networks are sometimes presented as coordination mechanisms alternative to
markets and hierarchies. Another approach (more fruitful in our view) considers that the network topology is an
attribute of all institutions (markets, hierarchies and others). The network gives the set of all possible interactions
between the agents involved in an institution. This approach has led to two strands of literature. The first
analyzes the performance of network topologies without specifying the institution shaped by the network (e.g.
Jackson, 2003). The second deals with the performance of network topologies for specific institutions such as the
firm (e.g. Aoki 1986) or the market (e.g. Smith 1982; Ioannides 1997). The present article belongs to the last
category.



and Vriend, 2000; Weisbuch et al., 2000; Kirmarmalet2005). Most studies converge to the
general result that decentralized markets withraptete network are efficient.

However, many real markets are decentralized anc len incomplete communication
network (Kirman, 1997; Potts, 2061)Can they lead nevertheless to an efficient afiona
There are two different ways to tackle this questito study general properties networks
should have in order to be efficient, or to stutlg performance of specific topologies of
networks. The first approach (which often emplogsng theory) was developed during the
2000s (Kranton and Minehart, 2001; Jackson 2008p@mas-Bosch, 2004; Ozsoylev, 2005;
Bramoullé and Kranton, 2007; Evstigneev and Tak¥a08; Bloch et al., 2008). Some results
of these researches can be drawn. First, effigietworks are in general regular networks
(with a quite similar number of connections forleagent). Second, the degree of connection
inside the network has usually a positive impacefiitiency’. Third, efficient networks can
hardly emerge because of positive network extdreali(stable networks are usually
underconnected) except in some very specific sttnat(very low link costs, specific price-
fixing mechanisms etc.). In line with the secongrapch, some studies have focused on
networks with a specific topology, such as circul@tworks (Jovanovic, 1987; loannides,
1997), lattice networks (Follmer, 1974; Durlauf,9249 or trading groups (loannides, 1990).
These researches are less generic than those &fgthapproach (because they focus on a
specific network topology) but they give a bettesessment of the performance (because they
are able to measure the distance to the optimumt@ando doing, are able to compare the
performance of non optimum networks). Moreover, maathematical, computational, and
experimental tools available to the study of magk@oth, 2001) make it possible now to
analyze markets with much more complex (and réglisommunication networks.

The main objective of this article is to assess @andompare the performance of two widely
used market (incomplete) networks: network trademgd marketplace tradingBy the
assessment of their performance, we want to tegh&i’'s conjectureKirzner’s conjecture is
that decentralized markets can be very efficielthoagh they disseminate far fewer bits of
information than centralized Walrasian markets ZKar, 1992). If decentralized market
institutions such as network trading and marketplaading prove to have a performance
level closed to the optimum, it would be a stronguanent in favor of Kirzner's conjecture.
By the comparison of their performance, we wanett the very widespread preconception
that marketplace trading leads to more transparescg a better allocation of resources than
network tradingIndeed, there is a large consensus among resesuaaut the superiority of
marketplace trading in terms of information dissaation and resource allocation. Even the
defenders of network trading (who highlight thetféltat networks permit a reduction of
transaction costs and a better access to credijtgeathat, in terms of information
dissemination, marketplace trading always perfolmetter (Granovetter, 1985; Grégoire,
1986; Fafchamps and Minten, 2001).This idea hasomiajpplications for market design.
Indeed, in developing countries, states and fundiggncies tend to favor marketplace
trading, judged to be better for market transparecompetition, and allocation of resourtes
We want to test whether marketplace trading is gda@etter than network trading and, if not,

2 According to Jack Birner, it was also the poinwigw of Hayek who first brought to the fore thatriets are
communication systems: “[W]hat Hayek presents ismetwork theory of markets in which connectivity,
frequency and strength of interactions, the esthirig of new relations and the transmission of irdarmation
are central features” (Birner, 1999, p. 40).

3 Except when the network plays the role of bothaagaction network and an information network oreliable
agents (Bloch et al. 2008). In this case, a U-sthajpeve was found: stability is linked to low anidtndegrees
of connection, whereas networks of intermediatesitgiare unstable.

4 Aid agencies have funded the construction of nuoemholesale markets in African countries.



to determine in which type of environment eachitagbn is better. We also want to analyze
the way in which the main characteristics of thei@mment influence the performance of
each institution.

To do this, we developed a multi-agent model (daNéarkets)and performed 1,800,000
simulations. Our work was based on the examplesodat trading in West Africa, a case in
which both institutions co-exist (Galtier, 2002 Bnpirical data were used to give a stylized
description of marketplace trading and networkitrggdto calibrate some of the parameters of
the model, and to confront the results of the madéh reality. These simulations showed
that while network trading and marketplace tradiigseminate far fewer bits of information
than a perfectly transparent market, they managemnerate an allocation of resources that is
almost as good. In many cases, network tradinggwawore effective than marketplace
trading (contrary to a very common preconceptidmjis surprising performance of network
trading is linked to a form of indirect arbitrageluced by connections between networks.

First, we will present a stylized description ok tfunctioning of marketplace trading and
network trading. This will lead us to formulate loyppeses about the influence of the
environment on the comparative performance of thesgitutions and to present a
methodology to test them. Then, we will present riiedel, the simulations performed, the
results and a discussion (including implicationsrf@arket design and public policy making).
We will conclude with some comments on the releeant the tool used, on the more
interesting results and on the new research avespersed up by this work.

2. MARKETPLACE TRADING VERSUS NETWORK TRADING

The market network of network trading is very diffiet from the one of marketplace trading.
Network trading is based on a fixed network (trgdirelations are based on long-term
personalized relationships), whereas marketplaadintg generates a changing network
(which may be random) depending of the movemernheftraders from one marketplace to
the next. Moreover, network trading is based oraterhl trade (each trader negotiates
separately with the different traders), whereasketptace trading functions with multilateral
trade. In the literature, an interesting in-betwease can be found: a network characterized
by multilateral trade within a fixed network (Kramtand Minehart, 2001).

2.1. Empirical context

Network trading and marketplace trading are two esodf organizing wholesale trade. In
many market chains, the organization of wholesal@et is crucial, since large-scale transfers
between surplus and deficit zones depend uporirtke that exist between wholesalers in the
production zones and those in consumption ceni&gvork trading is widely used by the
Chinese and Lebanese diasporas for their intemadtitrade in manufactured products
(Granovetter, 1994). It is also widespread in Whsfsica, notably in the Sahel region, for
local or regional trade in agricultural productsé@oire, 1986; Lambert and Egg, 1994). This
mode of organization, doubtless inherited from sr&aharan trade, dates back at least to the
14th Century (Amselle, 1977; Grégoire, 1986). Marlkece trading is, for its part, widely
used for agricultural products all over the worlld. marketplaces of developing countries,
transactions are often negotiated by bilateral erashile in other regions of the world,



auction markets are found. In the case of agricalltproducts, both network trading and
marketplace trading serve to connect wholesaleratéal in production zones with those
living in urban consumption centers. In both cag@eduction zones wholesalers (PWs)
collect the product from producers in villages atdre it in their warehouses (located in
small provincial towns). Consumption zone wholesal@CWs) obtain their supplies from
PWs and sell the product to urban retailers andwmers. The case of cereal trading in West
Africa is very interesting as both institutions exist in this region. While network trading
prevails in Mali (and in the other Sahel countriesgarketplace trading is dominant in Benin
and in other coastal countries (Galtier, 2002a).

2.2 Stylized description of marketplace trading and network trading

To understand better the performance of marketglackng and network trading, we have to
analyze the functioning of theses two institutioaspecially the topology of their market
network.

Marketplace trading

If several studies exist about what occurs insiaeasketplace, there are very few works on
the functioning of systems of interconnected manleees. Spatial integration analyses have
been applied to many types of markets includingketptace trading. (For the specific case of
the Benin maize market, see Kuiper et al., 20089 3tudies of this type focus on the level
and velocity of the transmission of price changa®rg different places. But, as the market
process is studied only through prices, it is oftificult to explain observed differences in
the transmission of price movements. To underskaiter the dissemination of information
and the allocation of resources, it is necessapptm the black box of the functioning of the
market with its rules and their impact on the ssliend buyers’ behaviors and interactions.
More interesting for us is the work of Yannis loates (1990) on trading groups. The system
analyzed by loannides is very similar to marketplaading in the sense that the agents form
different sub-markets inside of which occurs matgtal trade. The main difference is that, in
marketplace trading, only the buyers move amongnsatkets (the sellers pertain to one sub-
market). Another difference is that, in the modeloannides, the agents do not choose a sub-
market, but rather choose the number of agentswhitbm they wish to be connected and this
determines the formation of the sub-markets (tdiroups). However, it will be interesting
to compare the results of loannides with our ovaults on marketplace trading.

The functioning of marketplace trading is very sieapConsumption localities wholesalers
(CWs) travel around the production zones, wherg theet production zones wholesalers
(PWs) at marketplaces (on market day). The mar&egsl, which generally function on a
weekly basis, bring together all the PWs in theezand CWSs from various deficit zones of
the country. If one tries to understand better ithplications of marketplace trading for
information dissemination, two questions arise:

- How do the CWs choose the marketplace to whiey glo?From a theoretical point of view,
there is no optimal behavior. If the market priceswow on the previous market day, it may
be interpreted as a sign of unsold stocks andcat@®/s. But such a rush on the following
market day may induce a surge in prices. From apireral point of view, it depends. In the
Benin cereal market, empirical surveys have shomat the CWs almost always choose
randomly the production zone to which they go (@glt2002a). The CWs explained their
behavior by the instability of prices, the lastcprion a marketplace leading to misleading
expectations of the next price.



- What occurs within marketplaces in terms of digsation of information?t is generally
assumed that the low search costs and the pubdititggotiation permit an aggregation of all
the information held by the buyers and sellers gmesn a marketplace (transparency).
However, this idea has been challenged by an erapaind computational study based on the
case of the Marseille fish market (Kirman and VdeR000). This study shows that, under
certain circumstances, there is no complete peeelling nor aggregation of information.
Another study based on the modelling of learningavéors shows the same result, but in a
completely different way (Brenner, 1997).

Network trading

Most of the studies on network trading have beemfopmed by sociologists or
anthropologists, both at the international (Gramiave 1985, 1994) and west-African levels
(Amselle, 1977; Gregoire, 1986; Lambert and Eg§®4)9They have highlighted the fact that
networks founded on lasting relations of fidelitgsled on trust permit transactions at a
distance (by phone), thus avoiding the need foreegpe travel, and facilitate credit
transactions. Most of economists have followed gdame line, arguing that trade networks
permit the solution of problems of missing markietscredit (Fafchamps and Minten, 2001)
and reduce transaction costs (Greif, 1989, 1998)vaver, analyses of the impact of network
trading on information dissemination and resoult@cation are less common and relatively
recent. Some authors have examined the respedigs of Sahelian trade networks and
public market information systems (MIS) in the dissnation of information inside the cereal
markets (Egg et al., 1996). Others have attempmtduohit empirically the spatial structure of
networks and the transmission of information orcgsiwithin the market (Hamadou, 1997).
Lastly, Corominas-Bosch (2004) studied bilateraighaing in trade networks. She focused
on the decisive role of who starts to propose &imwork trading efficiency.

Using these different works, we can give a stylidedcription of the functioning of network
trading. With this institution, the entire negoittet and exchange process takes place at a
distance. Each wholesaler in a consumption zone)(@G%¢ correspondents (PW) in the
different production zones (one per zone) andfimciple, should only procure supplies from
his correspondents. Thus, when a CW wishes to urga@uct, he contacts his correspondents
in different locations (usually by telephone, orrogil delivered by truckers or taxi drivers),
centralizes the sale proposals made by each of {ilmetarms of price, quality, delivery date,
terms of payment, etc.) and concludes a transaetiinthe one making the most attractive
offer. Sometimes, the functioning of network tragliis completed by two mechanisms of
flexibility. First, CWs who have difficulties prodmg supplies within their network can ask
their correspondents to try and obtain them frolepfWs in their locality. Second, PWs
who have accumulated unsold stocks can take thiatimé to contact their correspondents
CWs.

Marketplace trading versus network trading

There exists a very common preconception in favonarketplace trading which is supposed
to generate a high level of transparency. As wetimeed before, this preconception has
induced public policies in developing countries¢tsias the design of marketplace trading
institutions. However, to our knowledge, the uniggtady comparing the performance of
network trading and marketplace trading in dissatnig information and allocating
resources is Galtier (2002a). This study was baseeimpirical data about two cereal markets
of west-Africa: the Malian one (structured by netkérading) and the Beninese one (based
on marketplace trading). In this article, we choaseery different way to compare the



performance on these two institutions: computerusations. We will confront the results of
the simulations with the results of the empiridaldy in the discussion.

What are the main differences in the functioningnafrketplace trading and network trading?
The two institutions differ mainly in their tempbind spatial aspects (Fig. 1). Indeed, in one
case (network trading), the architecture of commation channels is stable over time,
whereas in the other (marketplace trading), itastinuously changing, as the CWs move
from one place to the next. The two institutiorsoadiffer in their spatial coverage. Network
trading enables CWs to communicate (by telephorii) RWs in different production zones,
but not to arbitrate between different PWs in tlene zone. On the other hand, in
marketplace trading, each CW can communicate atemdime with all the PWs in a single
production zone (the one to which he has gone)hbutannot arbitrate between PWs from

different zones.

Figure 1. Communication channels generated by marketpladéniy and network trading

(a) Marketplace trading (b) Network Trading
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2.3. Hypotheses

An interesting subject deals withe gap between the performance of network trading
marketplace tradingon the one handind a perfect allocation of resources) the other. The
aim is to tesKirzner's conjecture that decentralized markets loarvery efficient, although
they disseminate far fewer bits of information thantralized markets (Kirzner, 1992). If
network trading and marketpladeading prove to have a performance level closed to
optimum, it would be a strong argument in favoKa&ner’'s conjecture.

Another interesting question is linkedttee comparative performance of network trading and
marketplace trading.Which institution is the better one (in a given ieowment) for
information dissemination and resource allocatidoh@ stylized description of the functioning
of theses two institutions shows that informatiossdmination is very different in the two
cases (see section 2.2). Marketplace trading lbeker for aggregating information within
production zones, whereas network trading seentsetbetter for aggregating information
from different production zones. This led us to itlea that the heterogeneity of the PWs’
supplieswithin each zoneshould give the advantage to marketplace tradiftgreas the
heterogeneity of the PWs’ suppliéetween zoneshould give the advantage to network
trading. What determines the heterogeneity of té&s'Psupplies within and between zones?
Obviously, what matters is the variability of supflows to PWs. This variability depends
partly on factors linked to the PW, and, partly,faators linked to the zone in which the PW
operates. For instance, illness of a PW is a fduotked to the individual. By contrast, rainfall
is a factor linked to the zone: it affects the digspof all the PWs in the zone through their
effects on the date and level of harvests and enatttessibility to the villages (flooded
roads). We choose to call “I’ the set of factorskéd to the individual and “Z” the set of
factors linked to the zone. Then, we can say tltwtérmines the heterogeneity of the PWs’
supplieswithin zoneswhereas Z is the key determinant of the heteragebetween zones
We can then formulate the following hypotheses alog influence of the environment on
the comparative performance of marketplace tradimynetwork trading:

H1: All other things being equal, | [set of indivial factors that affect the supply to PWs]
should give an advantage to marketplace trading

H2: All other things being equal, Z [set of factdirsked to the zone that affect the supply to
PWs] should give an advantage to network trading

Thenumber of PW¢nbPW) may also play a role. Indeed, if a CW asbes between PWs,
what matters is the variability of the aggregatadpty of thesen PWs This variability is
reduced whem increases. Of course, the reduction impacts dmypart of the variability
which is not correlated between PWs. We will chistreduction of variability the dilution
effect ». In marketplace tradingeach CW can arbitrate between all the PWs ofvangi
stockpiling locality. So, when the number of PW4ghe locality goes up, each CW arbitrates
between more PWs, which increases the dilutiom@fariability of the supply with which he
is faced. More exactly, what is reduced is the ooetated part of the variability (the part due
to 1). So, the more PWs in the locality, the strongerdihgion effect on the variability due to
I. In this article, we will assume that PWs are hgereously distributed among stockpiling
localities: the number of PWs in each locality igortional to the total number of PWs
(nbPW). So, nbPW should have a positive impacthendilution effect and, by doing so, on
marketplace trading performandBy contrast, innetwork trading the number of PWs to
which each CW is connected is independent of thed tmumber of PWs (it depends on the
number of stockpiling localities in which the CWsha correspondent). So, in the case of
network trading, the total number of PWs shouldindtice a dilution effect on the variability



of PWs’ supplies. Nevertheless, nbPW may affectpgbdormance of network trading in a
different way. Indeed, in the network trading systethe connection between networks
depends on nbPW. A high number of PWs means tichtRR®/ is in contact with fewer CWs.
CWs have fewer common PWs suppliers which meanerf@ennections between CWSs’
supply networks. This may reduce the informatisssdmination among agents in the market
and deteriorate the allocation of resources. Sogxpect nbPW to have a positive impact on
marketplace trading performance and a negativeooneetwork trading performance. Both
effects advocate for the hypothesis that nbPW shgute the advantage to marketplace
trading. We can then formulate the following hypsés:

H3: All other things being equal, nbPW [number diV§] should give an advantage to
marketplace trading.

H3a: All other things being equal, nbPW [numbePd/s] should have a positive impact on
marketplace trading performance by diluting theeefffof | [set of individual factors that
affect the supply to PWs].

H3b: All other things being equal, nbPW [numbePd¥s] should have a negative impact on
network trading performance by reducing the levElconnections between CWs supply
networks.

2.4. Methodoloqy

To test these hypotheses, we used computer sionsgatif market processes. The approach
consisted in "entering” an environment/market to§tn pair in the model, simulating the
resulting market process and measuring the perfacenaf the resource allocation thus
obtained in accordance with a previously defineitegon. So, the model comprises three
exogenous components (shown in Figure 2): envirommenarket institutions, and
performance criterion. We will now give some detaind justifications about the way we
choose to represent these three components inddelrivlarkets.

Figure 2. Methodology for computer simulation analysis

ENVIRONMENT MARKET
PROCESSES » PERFORMANCE
Product flows
MARKET INSTITUTIONS Information flows
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The environmenis what determines the performance of a giventuigin. We see that those
determinants may be the number of PWs and thertaaftecting the variability of supply to
PWs: nbPW, |, and Z. How could we represent | and the model? A simple way was to
represent them in the form of hazards affectingpguflows to production zone wholesalers
(PWSs). More precisely, at each time step, the suppleach PW must depend partly on a
random factor linked to himself, and partly on adam factor linked to the zone in which he
operates. The supply received by each PW at eaghadttime is a price/quantity pair. To
keep the model simple, we assumed that only thetgquaupplied to a PW depends on the
random factors linked to the individual and to #wae. This simplification is not a problem
because the performance criterion we used was &xely based on quantities (see below).
We assumed that, in the long run, supply equalsaddmSo, the expected value of quantity
supplied to each PW should be independent of ranfd@mtors and should be equal to the
demand addressed to the PW. This last conditiotiesifhat expected value of overall supply
should be equal to overall demand at each time $t&pdefined a formula for the random
quantity supplied to the PWs that satisfies alséheonditions:

gS=Ed (1 +HIli+HZ2) (2)
With:
gS: random quantity supplied to a PW
Ed: expected value of the demand addressed tothe P
HI: weight of the hazard linked to the individual
HZ: weight of the hazard linked to the zone
I, z: random variables that can take the value$®-hnd 1 with equal probability. i and z are
randomly determined at each time step for each iAMh¢ case of i) or each production zone
(in the case of z).

It was then possible (depending on the values giwetbPW, HI and HZ) to generate a set of
environments characterized by the number of PWB\Wpand the randomness of supplies to
PWs linked to the individual (HI) and to the zortdZj. Note that, as qS should not be
negative, the condition E(qS) = Ed is satisfiedyoiil HI + HZ < 1, which has some
implications on the definition of the simulated 1sagos.

Themarket institutionsvere represented in a stylized manner. The essgmatwork trading

is the relatiorof fidelity between PWs and CWs which defines trading (andnoamication)
channels that are fixed in time and allow the C@/buy only from the PWs of their network.
The essence aharketplace tradings the movement of CWs at each time step, and the
transparency that prevails in each marketplacdinenwith empirical observations in Benin,
we assumed that the movement of CWs to the madaaplis random. In order to be able to
assess théevel of performancef marketplace trading and network trading, weaddtrced
into the model a benchmark perfect market institytii.e. one allowing total market
transparency and optimum resource allocation. Asassimed a total transparency at the
level of marketplaces, such a benchmark instituteom be modelled as a gigantic marketplace
taking in all the PWs and CWs of the model. We dfae established three "sub-models”
corresponding to three different market institusiorthe benchmark institution (named
"EXCHANGE"), marketplace trading ("PLACES") and wetk trading ("NETWORKS").
Last but not least, in each sub-mod#l,information flows passed through negotiatiordan
transaction behaviordndeed, as we wanted to assess the performamar&etplace trading
and network trading as communication systems, & tetter not to include other type of
communication in the model.
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The performance of a market institution in a givemwironment is measured through the
quality of the resource allocation it generates.néselly speaking, the most relevant
performance criterionfor assessing resource allocation is the welfarethe ultimate
beneficiaries of trade, i.e. producers and conssntéowever, in this study, we considered
the case of a staple product (such as cereals st Mgca, which play a decisive role in food
security because they provide most of the caloi@ke of populations). This led us to focus
ourselves exclusively on the welfare of consumessngequently, producers are not
represented in the model). This also led us to sbh@odefinition of consumers’ welfare based
on the minimization of rationing, the rationing hgidefined by the consumers’ unsatisfied
demand for the product over a given period of tife, it was possible to represent the
consumers in an aggregated manner (through theiecgi®n localities). As we considered a
staple product, we assumed that demand is inelastic constant over time. It was then
possible to fix the cereal demand of consumersah €onsumption locality and at the global
level. (For the sake of simplicity, we assumed #&th consumption locality had the same
demand.) Consumers’ rationing at each time stepldcdaben be measured at each
consumption locality (CL), by resting the stocksatifthe CWs of the CL on the demand of
the CL. By summing the rationing of all CLs, we lwbaalculate the global level of rationing
generated by an institution X in a given environtnewer a given period of time. The
performance of an institution X in an environmentduld then be defined by the following
formula:

P[X;Y]=D-R[X; VY] (2)
With:
P [X, Y]: performance of institution X in envirorent Y
D: global demand of consumers
R [X; Y]: aggregate rationing generated by ingtdn X in environment Y

P [X; Y] is an indicator which allows us to compdhe performance of different institutions
in the same environment (by varying X) or of antitnson in different environments (by
varying Y). It will then be very useful to compates performance of marketplace trading and
network trading in many environments. Note, howgetbat P [X ; Y] is in no way an
indicator ofthe level of performancef the institution X in the environment Y. In faets PW
supplies are random in the model, there is a ngtigiele probability that, at certain times,
the overall supply will be inferior to overall dentg which leads to consumer rationing.
However, in this case, it is a physical imbalanetween supply and demand, and not a
problem of resource allocation. Optimum allocatioh resources does not therefore
correspond to zero rationing, but to the level afianing generated by the benchmark
institution EXCHANGE, which ensures a perfect matobtween total supply and total
demand at each time step. More precisely, the amtrallocation of resources reachable in
an environment Y is given by the following formula:

O [Y] = P [EXCHANGE ; Y] (3)
With:
O [Y]: optimal resource allocation reachable in émyironment Y
P [EXCHANGE ; Y]: performance of the sub model EXE&NGE in the environment Y

To measurdhe level of performancef the institution X in an environment Y, we hatge
consider only the part of the rationing which can dxplained by failures in information
dissemination and resource allocation, and igntoeepart due to physical imbalance between
supply and demand. These two effects can be segamgta comparison with the benchmark
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institution. More precisely, we defined tlewvel of performancéLP) and theelative level of
performancgRLP) of an institution X in an environment Y betfollowing formulas:
LP [X; Y] =P [X;Y]-O[Y] 4)

RLP [X;Y]=P[X;Y]/O[Y] (5)

With:

LP [X, Y]: level of performance of institution Xienvironment Y

RLP [X, Y]: relative level of performance of intiion X in environment Y
P [X, Y]: performance of institution X in envirorent Y

O [Y]: optimal resource allocation reachable in ém¥ironment Y

3. DESCRIPTION OF THE MODEL

The structure of the model corresponds to a compepegesentation of the market institutions
and of the environment in which they operate. Bawed scheme often used for multi-agent
models, we divide the model description into thpads:

- Description of the entities representing the é&geheir interactions and their environment

- Description of model dynamics

- Description of the indicators to be observed (gladitputs)

3.1. Entities of the model

3.1.1 Spatial entities

The spatial entities represent the different Idesdiin which PWs are based (stockpiling
localities or SLs) and in which CWs are based (oomion localities or CLs). For the sake
of simplicity, all SLs have the same number of Pavsl all CLs have the same number of
CWs. Some localities are marketplaces, where tipplguand demand functions of the
different agents present are able to be aggregeteéanatched. This is the case of the CLs in
all the model scenarios and it is also the cagdefSLs in the scenarios performed with the
"PLACES" sub-model (representing marketplace trgdinThe production zones are
assimilated to SLs: there is only one SL per zanteeach SL corresponds to a zone. So, each
SL is characterized by a random factor affectirglével of supplies to wholesalers (PWs) in
the zone for each time step. This factor is equélZ z, HZ being an attribute of the SL class
(HZ is equal for all SLs) and z being randomly deti@eed at each time step for each SL (z
can take the values -1, 0, and 1 with equal prdipgbiThe consumption localities (CL) are
characterized by a product demand level dCL indeégenof price: dCL = D/ nbCL, D being
the global demand of all consumers and nbCL béwegiumber of CLs. For the benchmark
institution (“EXCHANGE” submodel), there is also ather type of locality (called
“exchange”): a big marketplace to which all the P&¥sd all the CWs are connected.

3.1.2 Agents

As the model represents wholesale transactiongrilyeagents included are wholesalers from
production zones (PWs) and wholesalers from consompones (CWs), with the consumers
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represented in an aggregate form by the consumpitailities. The wholesalers (both PWs
and CWs) are defined by a certain number of comattibutes: their name, locality, stock
and supply function. The wholesalers' stock cossi$ta vector of price/quantity pairs, and
the price assigned to the different quantitiestanesis their purchase price. As storage costs
and profits are considered as nil in the model stingply function of the wholesalers is easily
calculated from their stock as a cumulative functd quantities. If the stock of a wholesaler

w is represented by the formula: STOCK{®RL;Q1); (P2;Q2);...;(Pi;Qi);...;(Pn;Qn)}, then
its supply function is given by SUPPLYW(PjE(Qi* Ai, j)where Ai,j = 0 if Pi>Pj and

i=1

Aij=1 if Pi<Pj.

PWs are also characterized by an "individual randactor” attribute, which determines part

of the variability in their supplies (the other péeing determined by the random factor
associated with the stockpiling locality). Thistfacis equal to HI i, HI being an attribute of

the PW class (HI is equal for all PWs) and i beiagdomly determined at each time step for
each PW. (i can take the values -1, 0, and 1 wjtrakprobability.) So, as we saw it above,
the random quantity supplied to the PWs is giverthieyformula (1)gS = Ed (1 + HI'i + HZ

z). Ed refers to the expected value of the demandeaddd to the PW. In the sub-models
PLACES and EXCHANGE, Ed is equal for all PWs. Ethisn given by the formula:

D
nbPW

Ed = (6)

With:
D: global demand of all consumers
nbPW: number of PWs

Combining formulas (1) and (6), we obtain the falilog formula for the random quantity
supplied to the PWs in the sub-models PLACES an@HXNGE:

gS @ +Hli+HZ2) (7)

" nbPW

In the submodel NETWORKS, the expected value of demand addressed to a PW is
proportional to the number of CWs to whom he isramted. So the expected value of the
demand addressed to PW p (Edp) is given by thevitlg formula:

nbCWp

nbCW* nbPWperCW

Edp= D (8)
With:

D: global demand of all consumers

nbCWp: number of CWs to whom PW p is connected

NbCW: number of CWs

nbPWperCW: number of correspondents PWs per CWWp&EPCW is an attribute of the
CW class i.e. nbPWperCW is equal for all CWs).

Combining formulas (1) and (8), we obtain the faliog formula for the random quantity
supplied to the PWs in the sub-model NETWORKS:

nbCWp
nbCW* nbPWperCW

gS= D A +Hli+HZ2) (9)
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In all sub-models, the random price supplied toRNeés (pS) can take the values 100, 110,
120, 130, 140, 150, 160, 170, 180, 190, 200, 27W, 230, 240, and 250 with equal
probability (whatever the PW and whatever the zone)

The CWs, for their part, know the list of the diffat stockpiling localities (SLs) to which
they can go to buy cereals. They also have a nkt{tloe list of their PW correspondents) and
a demand d. The list of PW correspondents is détechrandomly for each simulation. The
demand d is given by the following formula:
D
e — + -

d =y (1+a) -QS (10)
With:
D: global demand of all consumers
NbCW: number of CWs
a: CWs'’ aversion to the risk to be out of stoakg an attribute of the CW class iceis equal
for all CWs)

QS: total quantity in the CW'’s stock. QSE%Qi
i=1

3.1.3 Information flows

Information flows are represented in the model asessages” composed of prices and
quantities. The information held by the agents (RAWd CWS5s) is entirely expressed by their
stocks (a series of "price-quantity” pair$his information is distributed to the extent that
each agent knows his own stock but not that ofothers Moreover, this information is
subject to exogenous variations, since the suppdach PW at each time step is random.

The random supplies to PWs represent exogenousriafmn flows. This flows are messages
composed of price/quantity pairs (pS ; gS), pS afd being determined randomly in
accordance with the formulas presented in the@e&til.2.

The quality of resource allocation, therefore, aeseon information dissemination. This
occurs via two different mechanisms:

- Within marketplacesall the information held by each trader (in hstotk" attribute) is
made known. The messages sent by the tradersumedmplete supply functions summing
up all the information they hold. In practice,dtthe "spatial entities” of the model that "read"
the agents' supply and demand functions, aggrethai®, match the overall supply and
demand functions obtained in this way, and caleula¢ price. This information (the price) is
then sent to the agents, who use it in their buyngd selling behaviors. This reflects the
assumption we made of perfect transparency witharketplacesA marketplace covering all
the PWs and CWs in the model thus makes it possilase all available information,
resulting in an optimum allocation of resourcesisTéxplains why the EXCHANGE sub-
model (used as the benchmark) consists of a singh&etplace grouping all the PWs and all
the CWs. This information dissemination procedgralso used in the other two models. In
PLACES, this process takes place at the level oh esockpiling locality (SL) and each
consumption locality (CL). In NETWORKS, this prosdskes place only at the consumption
locality level. (Transactions between PWs and Ca#e place within trade networks.)

- Within trade networksinformation dissemination is very different. Theessages sent by
potential buyers and sellers are much briefer.dlldhe information held by the agents (in the
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form of their supply and demand functions) is disseted, but only a quantity (in the case of
the bids sent by the CWs to their PW correspongl@mta price/quantity pair (in the case of
the PWs' replies in the form of offers) or, lastly,binary variable corresponding to the
acceptance or rejection of offers formulated by PWs

In short, the information dissemination mechanis@ay according to the market institutions
modelled. For the PLACES sub-model, and the EXCHANIGnchmark sub-model, only
information dissemination within marketplaces igdisin the NETWORKS sub-model, two
mechanisms are brought into play: trade networkgrémsactions between PWs and CWs,
and marketplaces for transactions between CWs ansumers. As the mechanism used (at
the consumption locality level) for transactiongween CWs and consumers is the same in
NETWORKS and in PLACES, it is on the upstream lesetransactions between PWs and
CWs that the difference in performance betweenwioeinstitutions is generated.

The UML diagram displays the different entitietloé model and their interrelations (Fig. 3).

Figure 3. Model class diagram according to the UML mode pfesentation
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3.2 Model dynamics

The same chronology is applied for all scenaridge following stages occur for each time
step. First, the PWs receive random supplies irfidiva of a price/quantity pair which enable
them to update their stock. This stock, expressed @ector of price/quantity pairs, enables
them to calculate their supply function. Second,@Ws calculate their demand (expressed as
a simple quantity). The third stage correspondsi¢oexchange of messages (offers and bids)
between PWs and CWs, which correspond to the reggwti and transaction process. It is
here that the scenarios diverge depending on themastitution (marketplace trading,
network trading or benchmark institution). At thedeof the process, the stocks of the PWs
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and CWs are updated. Lastly, the CWs calculate gugply function from their stock. The
supply functions of the different CWs are aggreda#e the level of each consumption
locality. This collective supply function is thenatohed against the demand (constant) from
the locality. This gives a market price, a ratigniaevel and a sales level for each CW, making
it possible to update their stock. These dynamieshown in Figure 4.

Figure 4. Diagram of model activity over a given time step.
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The only difference between the scenarios simatiatwork trading (NETWORKS) and
marketplace trading (PLACES) lies in stage 3, whgimulates the negotiations and
transactions between PWs and CWs. InRh&CES sub-modekach CW, after calculating
his demand (stage 2), randomly chooses a stocypiticality where he goes to obtain his
supplies. Then, in each SL, the aggregate demantheofCWs is calculated by adding
individual demands. This demand is then matchedagthe collective supply function of
the PWs in the locality, obtained by aggregatiorthair individual supply functions. This
determines a price and a set of transactions, whiet makes it possible to update the stocks
of the PWs and the CWs. The CWs then return ta te@sumption locality and sell (stage
4). In theNETWORKS sub-modehe stage 3 sequence is very differemteach CW sends a
message to his PW correspondents (each locateddifieeent SL) indicating the quantity
demanded d b) the PWs match this quantity against their indigidsupply functions and
determine their offers (composed of a price/quami#ir, where the quantity may be equal to
d or lower if the PW does not have sufficient stk meet the total demand);this offer is

the content of the message sent back to the @wWie CW examines the offers received and
chooses the one offering the best price. He themssein acceptance message to the
corresponding PW and calculates the difference dé@twthe quantity demanded and the
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quantity supplied by this PW. If the differencepsitive (i.e. if the PW's offer does not cover
the entire quantity d), the CW sends another mestalis other PW correspondents with the
new demanded quantity d’. They make other offees€d on this new demanded quantity),
which are examined by the CW. The process stop# whee CW has satisfied his demand or
when all his PW correspondents have an empty stock.

Note that the CWs act in succession. In other wagdsh "conversation” between a CW and
his PW correspondents is completed before anotidéb€gins contacting his correspondents.
The consequence of this timing is that each PW omtgives a request from one CW at a
time. This corresponds fairly well to the behawdPWs, who try to satisfy the demands of
their CW correspondents on a "first come, firswvedl' basis. So the CWs who act first have
an advantage over their competitors, as the stotkse PWs have not yet been depleted by
their sales. To represent the fact that it is netags the same CWs who act first, in the
model, the order in which the CWs contact the P$\ttecided at random for each time step.

3.3. Model "outputs" and performance indicators

As already noted, the performance indicators amkell to the level of rationing in the
consumption localities. In the model, the consurmaéioning is measured at the level of each
consumption locality (CL). The rationing levels Gy are then aggregated by simple addition
to obtain an indicator R measuring the overall comsr rationing:

R= E(Bi - J§'5ij) (11)

With

R: Overall level of rationing for all consumers

n: Number of consumption localities

Ni: Number of wholesalers (CWSs) in consumption ldga

Bi: Cereal requirement of consumers in locality€oone time step
Sij: Cereal stock of thd"jwholesaler in locality i

R measures the rationing generated during a timep. sthe rationing generated by a
simulation of t time steps is the sum of the rdtignat each time step. Using formulas (2),
(3), (4), and (5), it is then easy to calculate itidicators of performance P, LP and RLP of
the different environment/market institution pamnulated (see section 2.4).

We have presented the structure of the Markets meadhéch was programmed in smallTalk
using visualWorks software. It was implemented dRAD's CORMAS platform (Bousquet
et al., 1998).

4. THE SIMULATIONS AND THEIR RESULTS

In this section, we present the experimental pla@expected results (hypotheses tested) and
the results obtained. The economic interpretatioth@se results is covered in the following
section.
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4.1. Model reliability testing

We checked the reliability of the model in diffetevays. First, we tested separately each part
of the program by comparing the result it generatith the expected result (calculated
separately). Second, we tested the model as a wholdo this, we verified whether certain
results already known were also obtained by theulsition. These simulations were
performed with the benchmark institution (EXCHANGHE)r which theoretical results are
available. More precisely, it was known that thikofwing results should be obtained:

a) Rationing should be nil when there is no randonmofa¢Hl = HZ = 0), as in this case,
overall supply (supply of wholesalers) is the saneach time step. Given the calibration
of the model, this overall supply is equal to olledemand (demand from the
consumption localities). As supply and demand ardralized, total supply matches total
demand, and hence there should be no rationing.

b) Rationing should increase when random factors asgdincrease in HI or HZ).

c) Rationing should increase more when the zone-kletedom factor increases (increase
in HZ) than when the PW-related random factor iases (increase ifl). Indeed, in the
first case, the random factors concerning the supiplhe different PWs are correlated, so
that centralization of PW supply is less effectimereducing the variability of overall
supply (by applying the law of large numbers).

To test these results, we estimated the equatippXHANGE] = a HI +  HZ + y and
tested the significance of parameter$, andy. We expected that= 0 (result a)p > 0 and

> 0 (result b), an@ > a (result c). As can be seen in Table 1, the expessults are actually
obtained, thereby strengthening our degree of denfie in the model.

Table 1.Model reliability testing

R-squared = 0.8772 Adj R-squared = 0.8764

Variables Coef. Std. Erro t P>|t] [95% Contetval]
HI 60942 4362 13.97 0.00 52358 69527
HZ 196289 4362 45.00 0.00 187705 204874
Constant 4598 2780 1.65 0.10 -873 10070

4.2. Experimental plan

The modelMarketscontains many variables: nbSL, nbCL, nbPW, nbCWRWperCW, Hl,
HZ, a, and D. Some of the variables were consideredxas fparameters (equal in all the
scenarios simulated). The fixation of the valugheflse parameters refers to tdaibration of

the model. Other variables play a crucial role ur bypotheses about the performance of
marketplace trading and network trading: the numifePWs (nbPW), the weight of the
hazard linked to the individual (HI) and the weigithe hazard linked to the zone (HZ). For
these, we performesensitivity analysesSo, the values given to nbPW, HI, and HZ defined
the different environments simulated. Combiningsthenvironments with the institutions, we
obtained thescenariossimulated. For thenplementation of simulationsve also fixed others
parameters, such as the duration of the simulatéons the number of repetitions of the
scenarios.
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Calibration of the modelFor the sake of simplicity, the number of lodgatmust be kept to a
minimum. We therefore opted for a configurationhwiivo consumption localities (CL) and
three stockpiling localities (SL). This spatial argzation roughly corresponds to that
prevailing in southern Benin, where two major canption localities (Cotonou and Porto-
Novo) are supplied by three major stockpiling liteed (Kétou, Pobé and Azove). Above all,
it was important to introduce at least three SLsnimdel the fact that, in network trading,
CWs can only choose from among a sub-set of therdiit SLs (those where they have
correspondents). For this reason, in NETWORKS sobeh the number of PW
correspondents of each CW (nbPWperCW) was fixeédiat The aversion of CWs to the risk
of being out of stocka) was fixed to 20%, in line with observations ofesd traders’ buying
strategies in Mali and Benin (Galtier, 2002a). Tinenber of CWs was fixed at 60. This value
fits well with empirical data from Mali and Benifhe global demand of consumers (D) was
arbitrarily fixed to 60,000. To sum up, the valwéghe fixed parameters of the model were:
nbSL = 3, nbCL =2, nbCW = 60, nbPWperCW .2 20%, and D= 60,000.

Sensitivy analyse#\s we saw above, in all the simulations perforntéd, environment was
defined by three elements: the number of PWs (nhRWE)weight of the hazard linked to the
individual (HI) and the weight of the hazard linkedthe zone (HZ). As we wanted to test the
impact of these variables on the performance dédiht market institutions, we chose a wide
range of modalities for them. For nbPW, we intragthéwenty modalities: 3, 6, 9, 12, 15, 18,
21, 24, 27, 30, 33, 36, 39, 42, 45, 48, 51, 54a5d,60 (3 and 60 being roughly the minimum
and maximum observed in West-African cereal majkdter HI and HZ, we didn’'t have
empirical data (as traders are reluctant to giferimation on this kind of sensitive data). So,
we chose to cover a very wide range of modaliteesHl and HZ: 0%, 25%, 50%, 75%, and
100%. But a technical constraint of the model ingsoll + HZ< 1 (see section 2.4), so we
chose to take all the combinations of these madsalthat satisfy this constraint. This gave us
fifteen (HI ; HZ) pairs.

Scenarios The purpose of this modelling work is to test gleeformance of different market
institutions within different environments. A sceioaof the model therefore corresponds to a
market institution/environment pair. Threearket institutionsvere modelled: marketplace
trading ("PLACES" submodel), network trading ("NETWORKS" sub-model) atige
benchmark institution ("EXCHANGE" sub-model). Crogsthese three institutions with the
300 environments defined above, this gave us &db®@00 scenarios to be tested (see Table
2).

Table 2. The different scenarios tested

Variables Modalities Number of modalities
ENVIRONMENT
- Weight of random (HI;HZ) |(0;0) (0; 0,25) (0;0,5) (0; 0,75) 15
factors linked to the PW (0;1)(0,25;0) (0,25 ; 0,25)
(HI) and linked to the (0,25;0,5) (0,25;0,75) (0,5 ; 0)
zone (H2) (0,5 ; 0,25) (0,5 ; 0,5 (0,75 ; D)
(0,75;0,25) (1; 0)
- Number of PWs nbPW 3;6;9;12;15;18 ;24 ;27 ; 20
30;33;36;39;42;45 ;48 ;51 ;
54 ;57 ;60
MARKET Sub-model | NETWORKS ; PLACES : 3
INSTITUTIONS EXCHANGE
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Implementation of simulationg&ach of the 900 scenarios was simulated overtih@® steps,
approximately corresponding to two farming seastalsng a model time step to be a week
in reality (numerous marketplaces operate on a lydeksis). However, one simulation per
scenario is not enough. Indeed, as several randoiables were introduced into the model,
different simulations performed from the same emwinent/market institution pair may lead
to different market processes and contrasting padaces. This problem can only be
overcome by performing numerous simulations for shee scenario. So, the performance
indicators used are based on the mean rationingghtoabout by a simulation "package".
Testing showed that the mean rationing obtaineth fig000 simulations varied very little.
We therefore opted to perform 1,000 simulationssfach scenario, making a total of 900,000
simulations.

It is now time to present the simulation resultee Will examine in succession the expected
results (tested hypotheses) and the results obtaiflee following section discusses the
economic significance of these results.

4.3. Expected simulation results

In line with the arguments developed by some ecastsnirom the Austrian School, we
expected that decentralized market institutionshsas network trading and marketplace
trading may have a good level of performance (sedm 2.3). Thdevels of performance of
network trading and marketplace tradingere defined as the gap between their performance
and a perfect allocation of resources. They welaizedtaking as a reference not the global
demand of consumers (like indicator P) but the amad satisfied demand generated by a
perfect allocation of resources (see section ZH¢. reason for this is that the global demand
of consumers is not reachable in the model duéhéodccurrence of physical imbalance
between supply and demand. This led us to defieitdicators: théevel of performance of
institution X (the performance of X minus performance of the ropti institution
EXCHANGE) andthe relative performance of institution (¢he performance of X on the
performance of the optimal institution EXCHANGE)o Tconfront the Austrian School
hypotheses, we represent graphically LP [NETWORKSJP [PLACES], RLP
[NETWORKS], and RLP [PLACES] as a function of thema discriminating variables of the
environment.

The main results expected from the simulations eored what determingbe comparative
performance of network trading and marketplace itngd The performance of an institution
X in an environment (HI ; HZ ; nbPW) has been dedinn section 2.4 as the volume of
satisfied demand (i.e. global demand of consumensigirationing). Our hypotheses about
what determines the comparative performance of orétwrading and marketplace trading
have been presented in section 2.3. The first Ingsté (H1) is thavariability of supply to
PWs linked to the individual should improve the parative performance of marketplace
trading. The second hypothesis (H2) is thatiability of supply to PWs linked to the zone
should improve the comparative performance of ne&kwading The third hypothesis (H3) is
thatthe number of PWs should improve the comparativi®imeance of marketplace trading
All these hypotheses can be formulated with theabées that represent the environment in
the model: HI, HZ, and nbPW. The hypotheses H1l,add H3 can then be tested in an
econometrical way.

Equation (12) gives the comparative performanceedivork trading and marketplace trading
depending on HI, HZ, and nbPW:
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P [NETWORKS] - P [PLACES] = HI + B HZ +y nbPW +5 (12)
With:
P [NETWORKS]: performance of sub model NETWORKSnvironment (HI ; HZ ; nbPW)
P [PLACES]: performance of sub model PLACES in emwment (HI ; HZ ; nbPW)
HI: weight of the hazard linked to the individual
HZ: weight of the hazard linked to the zone
nbPW: number of PWs

Testing hypotheses H1, H2, and H3 is then easycfwse a significance level of 5 %):
H1 is verified ifa < 0
H2 is verified ifp > 0
H3 is verified ify <0

If H3 is verified, it could be explained by two f#ifent arguments (see section 2.3). The first
is that nbPW has a positive impact on marketplesdirig performance because it dilutes the
effect of HI (H3a). This impact should disappearwhdl = 0. (In this case, we expect nbPW
to have no significant impact on marketplace trgdserformance.Yhe second argument is
that nbPW should have a negative impact on netwading performance because it reduces
the level of connection between networks (H3b)sTiipact should occur even when HI = 0.
Both hypotheses can then be tested. We have toastthe following equations:

P [PLACES] =al HI +B1 HZ +y1 nbPW +51 (13)
P [PLACES] =B2 HZ +v2 nbPW +52 wWithHI=0  (14)
P [NETWORKS] =a3 HI + 3 HZ +v3 nbPW +53 (15)
P [NETWORKS] =4 HZ +y4 nbPW +54 withHI=0  (16)

H3a is verified ifyl > 0 andy2 = 0
H3b is verified ify3 <0 andy4 <0

4.4. The results obtained

First, we will look at theperformance levels of network trading and marketpl&radingby
comparing the rationing levels generated by NETW@R#&d PLACES sub-models with
those generated by the EXCHANGE benchmark insbitu¢ivhich permits optimum resource
allocation). We will then present the results relgag the comparative performancef
network trading and marketplace tradiftyy comparing the levels of rationing generated by
the NETWORKS and PLACES sub-models for each of 388 environments simulated.
Finally, we will confront our results with some previous resw@tsut the performance of
marketplace trading and network trading.

4.4.1. Analysis of the performance levels of netwktrading and marketplace trading
Figures 5 and 6 give the relative levels of periamoe of NETWORKS and PLACES

(depending on HZ). Both institutions reach a veighhrelative level of performanc&he
performance of NETWORKS is almost always above @& theoptimum allocation of
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resourcesThe performance of PLACES is very good as wallthe worst case, it represents
more than 98 % of optimum allocation of resource

Figure 5. Relative level of performance of network tradingaasinction of HZ
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Figure 6. Relative level of performance of marketplace trgdas a function of HZ
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Let us consider the indicators of the performaesels (see Figures 7 and 8).

Figure 7. Level of performance of network trading
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Figure 8. Level of performance of marketplace trading
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The level of performance of NETWORKS is almost glgvabove -20,000. That is to say, the
difference with the perfect benchmark institutisralmost always lower than 20,000 units. Is
it a big difference? Remember that we measure ahiening during 100 steps and that the
consumers’ demand by step was fixed to 60,000 .elfcansider that a step in the model is a
week in the real world, the difference with optimuatiocation is around one day of
consumption per year. We can consider this a vergllsdifference. What about PLACES?
The level of performance of PLACES is about -10,008en HZ = 0), but it falls to -30,000
(when HZ = 50%) to reach about -90,000 (when HZ08%). A performance level of —
90,000 corresponds to one and half week of consomp®o, the difference with optimum
allocation represents around five days per yeait. dssignificant difference? If the rationing
were homogeneously distributed among consumessdifierence would imply a privation of
five days per year for each consumer, which nogmialinot a danger for life (except for
vulnerable people such as children or those whdllyréut the distribution of rationing is
not homogeneous. Scarcity entails a rise in pri&esthe rationing is concentrated on the
poorest consumers. A rationing of five-days of eonption may imply in reality a rationing
of fifty days per year for 10% of consumers. We ¢han say that institutions matter:
depending on the market institution, the leveladd security of the country may be highly
different.

In general terms, we can consider that the levélpasformance of NETWORKS and
PLACES are very high (closed to an optimum allaoaf resources). Nevertheless, market

institutions matter: for strategic markets (as taproduct), the observed differences in
performance may have great social consequences.

4.4.2. Analysis of the comparative performance of etwork trading and marketplace
trading

We can visualize the relevance domains of NETWORHKS& PLACES (see Table 3).

Table 3.Relevance domains of NETWORKS and PLACES

nbPW
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In this table, “N” means that P [NETWORKS] — P [PCES] > 0, “P” means that P
[NETWORKS] — P [PLACES] < 0, and an empty cell medghat P [NETWORKS] - P
[PLACES] is not statistically different from zero.

It appears that each institution is relevant in sdype of environments. For HZ 50%,
NETWORKS is always better. When HZ = 0 or HZ = 258ither institution can be better
depending on the others parameters of the environid and nbPW). For low values of
nbPW, NETWORKS is usually better, whereas it isrtheerse for high values of nbPW.

What explains the comparative performance of ndtiiading and marketplace trading? The
results of the regression of equation (12) canee® $n Table 4. The first result is that HI has
a statistically significant positive impact on PHNWORKS] — P [PLACES]. As a negative
impact was expected, this leads to reject hypaghid&i. The second result is that HZ has a
significant and positive impact on P [NETWORKS] — [PLACES], which confirms
hypothesis H2. The third result is that nbPW hasigaificant and negative impact on P
[NETWORKS] — P [PLACES], which confirms hypothes$#8. So, HZ and nbPW have the
expected impacts on the comparative performandeeativo institutions: HZ plays in favor of
network trading and nbPW in favor of marketplacsding. By contrast, HI has a surprising
impact on the comparative performance: it providesadvantage to network trading.

Table 4. The determinants of P [NETWORKS] — P [PLACES] if@sttion of equation 12)
R-squared = 0.8223 Adj R-squared = 0.8205

Variables Coef. Std. Erro t P>|t] [95% Contetval]
HI 4591 2243 2.05 0.04 178 9005
HZ 72050 2243 32.13 0.00 67637 76463
nbPW -304] 35 -8.70 0.00 -373 -236
Constant 2927 1805 1.62 0.11 -626 6480

The results of the regressions of equations (13)), (15), and (16) are shown in Tables 5, 6,
7 and 8.

Table 5. The effects of nbPW on P [PLACES] (estimation gfi@ion 13)
R-squared = 0.8870 Adj R-squared = 0.8858

Variables Coef. Std. Errof t P>|t] [95% Contetval]
HI -67217 5702 -11.79 0.00 -78437 -55996
HZ -261522 5702 -45.87 0.00 -272743|  -250301
nbPW 651 89 7.31 0.00 476 826
Constant 5974848 4590 1301.75 0.00| 5965815 5983881
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Table 6. The effects of nbPW on P [PLACES] when HI = Oiastion of equation 14)

R-squared = 0.9877 Adj R-squared = 0.9874

Variables Coef. Std. Errof t P>|t] [95% Confetval]
HI (dropped)
HZ -287393 3257 -88.24 0.00 -293858| -280929
nbPW -20 67 -0.30 0.77 -152 112
Constant 6000243 2894 2073.43 0.00/ 5994500, 6005987

Table 7. The effects of nbPW on P [NETWORKS] (estimatioreqtiation 15)

R-squared = 0.8961 Adj R-squared = 0.8950

Variables Coef. Std. Errof t P>|t] [95% Contetval]
HI -62625 3847 -16.28 0.00 -70197 -55054
HZ -189472 3847 -49.25 0.00 -197043| -181900
nbPW 346 60 5.77 0.00 228 465
Constant 5977775 3097 1930.19 0.00| 5971680] 5983870

Table 8.The effects of nbPW on P [NETWORKS] when HI = Bt{mation of equation 16)

R-squared = 0.9961 Adj R-squared = 0.9960

Variables Coef. Std. Errof t P>|t] [95% Contetval]
HI (dropped)
HZ -206908 1316 -157.26 0.00 -209519|  -204297
nbPW -126 27 -4.70 0.00 -180 -73
Constant 5994534 1169 5127.72 0.00| 5992214] 5996854

It appears that nbPW has a positive impactofPLACES] This impact disappears when Hi
= 0. This leads us to accept H3a. The impact of nbRWhe performance of sub-model
NETWORKS is more ambiguougvhen HI = 0, nbPW has the expected negative immpakt
[NETWORKS]. But, in the general case, nbPW has a surprisiogitive impact onP
[NETWORKS] (instead of the negative impact that was expecfBais leads us to reject
hypothesis H3b.

4.4.3. Comparison with previous results on the pesfmance of marketplace trading and
network trading

Our results are consistent with a very robust testlthe literature which states that only
regular networks(in which each agent is in contact with more @sl¢he same number of
agents)can generate an efficient allocatiodranton and Minehart (2001) modelled a market
network with an allocation mechanism composed et of simultaneous ascending-bid
auctions between each seller and the buyers litck@dn. Corominas-Bosch (2004) analyzed
bargaining between buyers and sellers who are cteshdy an exogenously given network.
Ozsoylev (2005) assessed the impact of informalnsonmcation networks on information
dissemination and resource allocation within assetskets. All found that regular networks
can be efficient and that regularity is a necessangdition for efficiency. As all the networks
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modelled in NETWORKS submodel are regular (all C&¥%s connected to the same number
of PWs and vice-versa), our result that networklitrg can generate an almost optimum
allocation is consistent with the previous literatwn this subject. Moreover, the fact that
network trading proves to be often more efficidrarnt marketplace trading also confirms that
regularity favors efficiency. Indeed, marketplading generate irregular networks: as CWs
choose randomly the marketplace to which they lge,number of CWs is different in each

marketplace and, as a consequence, each PW isatedne a different number of CWs.

Another strong result confirmed here is ttieg degree of connection inside the network has
usually a positive impact on efficiencylore specifically, Jackson (2003) showed that if
networks are such that each individual has at Ieagtlinks, then there is no problem of
compatibility between efficiency and (pairwise) sligdy. Our results are consistent with
Jackson’s because the trade networks representtb@ imodel are very stable (according to
empirical evidence in Sahel), prove to be efficiéatcording to simulation results), and
satisfy the condition that each agent is at leashected to two other agents. Our results are
also consistent with previous results about riskrsiy networks. Indeed, Bramoullé and
Kranton (2007) showed that networks which connawdirectly) all individuals can lead to
the optimum (full insurance). As in almost all teenulations performed, all agents are
(indirectly) connected, the very good performantceatwork trading confirms Bramoullé and
Kranton’s result. By contrast, the relatively haetformance of marketplace trading may be
explained by the disconnection of the different kegplaces (each PW and each CW acts
only in one marketplace at a time). Indeed, effitiallocation can be reached by a set
multilateral bargaining if there are overlaps beaw¢hem (Kranton and Minehart 2001).

Another interesting result is provided by the tlyeof trading groups, as presented by
loannides (1990). As it is specific to multilatetehde, it can only be compared with our
results on the performance of marketplace tradiRgr loannides, the market process inside
each trading group may be regulated by a Walrasi@chanism (as in our model for

marketplace trading) or by a multi-person Nash &iaigg mechanism. He found that, in both
cases, the expected utility of trade grows with slze of the group. This is consistent with

our result that the performance of marketplaceinggrows with the number of PWs per

marketplace.

Corominas-Bosch (2004) gave an interesting regdctiic to the case of bilateral trade that
can be compared with our results on network tradiigre precisely, she gave a sufficient
condition for (regular) networks to be efficienti§ condition states that, when the number of
sellers is different from the number of buyersthié long side starts to propose, the network
always leads to an efficient allocation (otherwibes uniqueness of the efficient allocation is
not guaranteed). When the number of sellers edqbalsumber of buyers, if the discount rate
is small enough, the network is always efficienthéowise, the uniqueness of the efficient
allocation is not guaranteed). In Markets, CWs gbvatart to propose, and in most of the
scenarios we have nbCW > nbPW. So, the long sidgssto propose. According to
Corominas-Bosch 2004, this should imply that thievoek should always be efficient. In the
others scenarios, we have nbPW = nbCW. As there discount rate in the model, according
to Corominas-Bosch 2004, we should also expectyasvedficient networks. Nevertheless, in
our simulations, network trading is only closecetbiciency: although some simulations give
a zero rationing, most of them generate a low logitjve level of rationing. Maybe the main
explanation is linked to the timing of the two mtsddndeed, in Corominas-Bosch’s model,
all bargaining behaviors are simultaneous, wheireasr model they are sequential.

27



5. DISCUSSION

What have we learned about the performance of nmkttvading and marketplace trading in
terms of information dissemination and resourcecallion?

The first lesson deals with the levels of perforoemf network trading and marketplace
trading (compared with a perfect benchmark institt It appears thatecentralized market
institutions (such as network trading and marketplarading) manage to generate an
allocation of resources that is almost as good adr&éian market, although they disseminate
far fewer bits of informationThis confirms Kirzner’'s conjecture. It is thus pilde to save
the travel or communication costs required to asdeml the agents in the same place (either
real or virtual). This explains why most real markestitutions more closely resemble
marketplace trading or network trading than a @Whlrasian type market.

The second lesson deals with the comparative pedoce of network trading and
marketplace tradingn some cases, network trading proves better tharketplace trading

in terms of information dissemination and resouad®cation This challenges the very
widespread preconception whereby marketplace tyaalwaysleads to moreransparency
than network trading. This result is very importaetause the idea that marketplace trading
is always better has led to public policies: maeyeadoping countries have set up wholesale
markets in order to improve market transparency tlf8oresult that network trading may lead
to more transparency and to a better allocatioresburces should logically induce a total
rethink of public policies in this arga

The third lesson deals with the type of environmentwhich each institution is better.
Simulations show that the variability of the supjppresented in the model by high values of
HI and HZ) gives the advantage to network trading, whereasatoenicity of the supply
(represented by nbPWjives the advantage to marketplace tradiHgwever, HI, HZ, and
nbPW have not the same level of importance. Theerdmcriminant is HZ. When HZ 50%,
network trading is always better whatever the valuebPW and HI (see Table 3). When HZ
< 25%, the more discriminant element of the envirentms nbPW. Indeed, for small values
of nbPW, network trading almost always dominatekatever the value of HI), whereas it is
the reverse for high values of nbPW. To sum upcare say thahetwork trading is relevant
for environments with a high level of correlatedzaal on supply to PWesr with a small
number of PWSs. By contrast, marketplace tradingdapted to environments with a low level
of correlated hazard on supply to P\asdwith a high number of PWs

Does this result fit with empirical facts from cal® markets of West Africa? As we have
already mentioned it, in this region, the wholesedée is structured by network trading or by
marketplace trading, depending on the country. @/hétwork trading prevails in Mali (and

in the other Sahel countries), marketplace tradsndominant in Benin and in many other
coastal countries. We have some empirical evidetiwdsthe correlated hazard on supply to

® All the more so as the modelling involves varioimifications that underestimate the performanée o
network trading and that overestimate the perfoeaof marketplace trading. Indeed, in order to kdep
model simple, transaction costs have not beenrated into the model. These costs of search (coruation,
travel), negotiation, and enforcement are usuallyel in the case of network trading because ofépetition of
transactions between the same wholesalers. Moremadrnetwork trading institutions sometimes imeosome
mechanisms of flexibility (see section 2.2) thavéaot been included in the analysis. Last butleast, we
assumed a perfect transparency at the level ofetiédces (see section 2.4), what is not alwaysdise in the
real world (see section 2.2).
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PWs (represented by HZ in the model) is high iniNald relatively low in Benin (Galtier
2002a). Indeed, this correlated hazard stems flwuoks affecting simultaneously the sales of
many producers of a given zone. As cereals are hgddrmers both to feed their family
(self-consumption) and as a source of cash incaereal sales are often limited to what is
strictly necessary to cover immediate cash requergmfor the family (so as not to deplete
the stores). Cereal sales depend therefore on sloocgroducers’ cereals stocks, incomes and
cash needs. We have some evidences that thesefkoallective shocks affect much more
Mali (and other Sahelian countries) than Benin (atlter coastal countries). Indeed, in the
Sahel zone, natural shocks are much stronger @acéinfall, locust attacks) and producers
have a less diversified income and less acces®tht.cSo, the correlated hazard on supply to
PWsis high in Mali and relatively low in Benin. As, Mali, wholesale trade is structured by
network tradingthis is consistent with the result of the model thetwork trading should
prevail when HZ is high Moreover, the number of PWs is low in Mali (onlyd315 PWs per
stockpiling locality), whereas it is relatively hign Benin (around 60 small-scale PWs,
depending on the stockpiling localitie®}altier 2002a). This fits well with the result of the
model that marketplace trading should prevail wh&n is lowand nbPW is high (as is the
case in Benin).

We also found two paradoxical results. The firseé as that HI (which was expected to be
managed better by marketplace trading) affects nmagketplace trading than network
trading. The second paradox is linked to the efééatbPW on the performance of network
trading. We expected nbPW to reduce the degreemfection between networks and, by
doing so, to have a negative impact on the perfoo@aWe obtain this negative impact, but
only when HI = 0. When HI > 0, nbPW benefits towatk trading. How could we explain

these paradoxes? HI represents the variabilityupplkes to PWs’ which is not correlated
between PWs. The ability of an institution to mamddl depends on the magnitude of
arbitrage between PWs. In marketplace trading, €\dhcan arbitrate between many PWs
(anWin the simulations performed), whereas, in netwtdding, each CW can only

arbitrate between his correspondents PWs (two RWhe simulations performed). So, it
seems that marketplace trading should manage b#ttean network trading.

The only way to explain the first paradox is touwmse some kind of broader arbitrage
between PWs in the network trading institution. Whkastriking is that this explanation of the
first paradox allows us to understand also thersgome. Indeed, if there is a form of broader
arbitrage between PWs within network trading ingiin, nbPW may induce a dilution of the
effect of HI (similar to the dilution effect thatour within marketplace trading institution). In
this case, nbPW has two effects on network tragiagformance: a negative due to the
reduction of the degree of connection between nédsvand a positive one due to the dilution
of the effect of HI. The first one occurs even wh#in= 0, whereas the second one occurs
only when HI > 0. When HI = 0, only the negativéeet is playing: nbPW has the expected
negative impact on network trading performance. WWHé> 0, both effects are playing and,

6 Another empirical confirmation of the link between HZ and network trading can be found in the way the
international trade of agricultural commodities is organized. This trade put in relation many production zones
affected by natural hazards (climatic shocks, pests and diseases). Inside the zones, these hazards are correlated
(they affect many farmers at the same time). On the contrary, at the international level, as the production zones
are far from each other, the shocks affecting them are not correlated. In such a situation, our model predicts that
network trading is better. As a matter of fact, the international trade of the main agricultural commodities such as
coffee or cocoa is based on network trading: importers buy always to the same exporters, arbitrating between
different countries but very few between different exporters of the same country. (the existing exchanges such as
NYBOT or LIFFE are only used to hedge price risk, not to trade.)
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as the positive one proves to be stronger, nbP\Wa pasitive impact on the performance. So,
both paradoxes can be explained by the conjecthat there is some kind of broader
arbitrage between PWs in the network trading instoin.

What can be thidoroader arbitrage between PWs that operates with@twork trading
institution?As, in network trading, CWs only arbitrate betweesmall number of PWs (their
correspondents), it can only be iadirect arbitrage between PWs. In network trading, there
are only two possible types of indirect arbitralijethe first one, the CWs arbitrate not only
between their correspondents PWs, but also (intihebetween other PWs. How is it
possible? In network trading, CWs are connectededeh others by their common
correspondents PWs. In this way, they are indiyemthnected with the correspondents PWs
of the CWs with whom they have at least a common P& might allow a form of indirect
arbitrage between PWs. Indeed, as CWs act seqgligntiee arbitrages performed by CW1
(between PW1 and PW2) and by CW2 (between PW2 &8l Benerate a form of indirect
arbitrage between PW1 and PW3 (through the stodRWR). As this form of arbitrage is
performed by the CWs, we will call iCWSs’ indirect arbitragé The second type of indirect
arbitrage is performed by the consumers. Indeedgcansumption localities, consumers
arbitrate between CWs what represent a form oféctliarbitrage between PWs. We will call
this type of arbitragecbnsumers’ indirect arbitrage

We tested our conjecture that a kind of broadeiteaige between PWs exists in the network
trading institutionand is responsible for the observed paradoxedeed, we performed a
new set of 900,000 simulations with the same 9@da&Gos (see Table 1), but measuring the
rationing at the level of each CW (and not at theel of each consumption locality as in the
former simulations). In other words, we eliminatbd arbitrage of consumers between CWs
which implies that there is n@w6nsumers’ indirect arbitragebetween PWSs. The results are
shown in Tables 9, 10, 11, 12, 13, and 14.

Table 9. Relevance domains of NETWORKS and PLACES for satoihs without
consumers’ indirect arbitrage

nbPW
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Table 10.The determinants of P [NETWORKS] — P [PLACES] ifesttion of equation 12)
for simulations without consumers’ indirect arbgfea

R-squared = 0.8965 Adj R-squared = 0.8955

Variables Coef. Std. Err. t P>t [95% Conf. Interval]
HI 1179 4084,75 0,29 0,773 -6860 9218
HZ 165081  4084,75 40,41 0,000 157043 173120
nbpW -1280 63,76 -20,07 0,000 -1405 -1154
Constant -17068 3288,23 -5,19 0,000 -23539 -10597

Table 11. The effects of nbPW on P [PLACES] (estimation qtiation 13) for simulations
without consumers’ indirect arbitrage

R-squared = 0.8892 Adj R-squared = 0.8881

Variables Coef. Std. Err. t P>t [95% Conf. Interval]
HI -74311  6254,53 -11,88 0,000 -86620 -62002
HZ -289962  6254,53 -46,36 0,000 -302271  -277653
nbpW 738 97,63 7,55 0,000 545 930
Constant 5947625 5034,90 1181,28 0,000 5937716 5957534

Table 12.The effects of nbPW on P [PLACES] when HI = Oifestion of equation 14) for
simulations without consumers’ indirect arbitrage

R-squared = 0.9891 Adj R-squared = 0.9888

Variables Coef. Std. Error t P>|t]| [95% Contelval]
HI (dropped)
HZ -313871 3350,29 -93,68 0,000 -320520  -307221
nbpW 5 68,47 0,07 0,947 -131 140
Constant 5973450 2976,81 2006,66 0,000 5967542 5979358

Table 13. The effects of nbPW on P [NETWORKS] (estimation exuation 15) for
simulations without consumers’ indirect arbitrage

R-squared = 0.8145 Adj R-squared = 0.8126

Variables Coef. Std. Error t P>|t]| [95% Contetval]
HI -73131  3611,73 -20,25 0,000 -80239 -66023
HZ -124881  3611,73 -34,58 0,000 -131989  -117773
nbpW -542 56,38 -9,62 0,000 -653 -431
Constant 5930557 2907,45 2039,78 0,000 5924835 5936279

31



Table 14.The effects of nobPW on P [NETWORKS] when HI = 8ti@ation of equation 16)
for simulations without consumers’ indirect arbgfea

R-squared = 0.9558 Adj R-squared = 0.9549

Variables Coef. Std. Error t P>|t]| [95% Contelval]
HI (dropped)
HZ -142042 3165,56 -44,87 0,000 -148325 -135759
nbpW -597 64,70 -9,23 0,000 -725 -469
Constant 5931785 2812,67 2108,95 0,000 5926202 5937367

First, as expected, the hypotheses H2, H3, and(WiB&h have been confirmed by the former
simulations) are also confirmed by the simulati@ngout “consumers’ indirect arbitrage”
(see Tables 10, 11, and 12). Second, hypothesisgH3tw confirmed (nbPW has a negative
impact on network trading performance), which psoweat “consumers indirect arbitrage”
plays a decisive role in the explanation of theosdcparadox (see Tables 13 and 14). Third,
the first paradox remains but is reduced. Indeadline with hypothesis H1, we were
expecting HI to give the advantage to marketplaading. The first set of simulations gives
the opposite result, whereas simulations withaanSumers’ indirect arbitragereveal that
the impact of HI in the comparative performancaetwork trading and marketplace trading
IS not statistically significant (see Tables 4 dfijJ. This means that the first paradox is only
partially explained by “consumers’ indirect arbged. This confirms that “CWSs’ indirect
arbitrage” also plays a role.

What is the economic interpretation of this? Thgnsgicant impact of “CWSs’ indirect
arbitrage” means that the connection between CWIpply networks matters. The more
connected the networks, the better the informatiissemination and the resource allocation.
The significant impact of “consumers’ indirect drage” means that, in some environments,
the superiority of network trading on marketplacading stems from the downstream
arbitrages of consumers between CWs. (The compaonsdables 3 and 9 shows that the
relevance domain of network trading is more retdcwithout “consumers’ indirect
arbitrage.”) How realistic is the hypothesis thahsumers do not arbitrate? In West Africa,
some consumers have fidelity relations with whdkrsaor retailers because they offer them
delayed payment. So, the real situation is in-betwthe perfect arbitrage (our first set of
simulations) and the complete lack of arbitrager (s&ccond set of simulations). The two
mechanisms of indirect arbitrage explain the sanpgi performance of network trading which
proves to be, in many situations, better than nipt&ee trading.

6. CONCLUSION

We built a multi-agent model (called Markets) aretfprmed simulations in order to study
the information dissemination and allocation preceside two types of market institutions:
network trading and marketplace trading. The resoitttained by computer simulations have
been validated with empirical data from cereal ratgkn West-Africa.

Computer modelling of market processes with a ragjéint system proves to be an effective
means to explain how effective resource allocateam result from the decentralized
interactions of numerous individuals among whomiti@mation is distributed. This tool is
particularly useful to model market networks mooenplex (and realistic) than those usually
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studied in the literatureOther tools, such as game theory or market exertisn can also be
used for the same purpose (Smith, 1982; Roth, 2@8&lzer et al, 2001). Nevertheless,
computer simulations are more effective than gameory for analyzing decentralized
markets where transactions take placait of equilibrium». They make it possible to involve
far more agents than experiments and also to sietdading processes over a much longer
time period. Nevertheless, all these tools are ¢ementary.

We found some interesting results about the rolmarket networks. Firsthe topology of the
market network matterst proves to have a significant impact on markahsparency and
performance. So, it is necessary to analyze theanktof real markets that are often much
more complex than the centralized networks generstiidied in the literatureSecond,
decentralized and incomplete communication netwsth as those of network trading and
marketplace trading can lead to a good resourceddtion, although they disseminate far
fewer bits of information than the Walrasian markgtird, network trading may be better
than marketplace trading for market transparencg aesource allocatiorfcontrary to a very
common preconception). Last but not least, we skdosane new results about the network
trading institution. The more interesting one istthetwork trading does not lead to a
segmentation of the markéthe connection between networks (even low) aedittwnstream
arbitrage of the consumers are sufficient to gdereasgood dissemination of information and
a good allocation of resources.

These results can have great implications for madesign and public policyindeed, as
many current policies favor marketplace tradings thsult that marketplace tradingniet
always better than network trading for market tpamency and resource allocation should be
of great interest for market design. The model alo be used in the design of market
information systems (MIS) that collect and disseatenprice information by radio or SMS in
order to make the market more transparent (Demaéte Staatz, 1989; Galtier and Egg,
2003).

Let us now consider some of taeenues for further research opened up by this work

Introduce heterogeneity (especially irregular netkg). In the current version of the model,
all the agents of a category (PWs, CWs) are idehtithe next step for us is to introduce
heterogeneous agents. There are several ways thisloagents may differ in number of
connections, behavioral rules, endowments, oraigksion. Introducing agents with different
number of connections is of special interest. ldde@ere is a strong hypothesis in the
literature that only regular networks can be effiti (Kranton and Minehart, 2001,
Corominas-Bosch, 2004; Ozsoylev, 2005). It carvérgy interesting to test this hypothesis
and also to characterize more precisely the reldiiegtween regularity and efficiency (which
Is strongly linked to indirect arbitrage). Anothiteresting subject is related to agents’
behavioral rules. For instance, in marketplaceitiggdve can introduce two types of agents,
one with the strategy to choose randomly the mpl&e¢ (as in the current version of the
model) and one with the strategy to go to the mtptéee which had the lowest price int — 1.
We can also introduce a learning process in omeender endogenous the strategy of each
agent. The introduction of agents with differentels of endowment can allow us to assess
the performance not only at the level of the wholarket but also at less aggregated levels
(for instance, different classes of consumers).

Analyze the emergence of institutiohsthis article, we used computer simulationgssess
the efficiency of a market with given institutionstroducing the transaction costs endured by
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the agents, it is possiblo explore the processes involved in the emergacsuch
institutions(Kirman and Vriend, 2000). It is of special interéo cross both types of analysis
in order to check if efficient networks can emefigen the decentralized behaviors of rational
agents incurring costs to build links (Kranton avithehart, 2001; Jackson, 2003; Bramoullé
and Kranton, 2007).

Introduce the problem of moral hazard and analysecbnsequences on market networks’
efficiency.ndeed, apart from the dispersal among economintagd information relative to
endowments, costs and preferences, limited infoomain agents’ ability and honesty may
lead to problems in performing transactions (Wiligon, 1985; Hoff et al., 1993). This may
have an impact on information dissemination proeessithin markets. For example, in
Benin, consumption zone wholesalers who have teltraidely in the production zones of
the country, entrust maize sales to brokers (paid oommission basis). However, this brings
in a problem of moral hazard, since these brokengse behavior cannot be observed, may
be tempted to distort the sales proposals madehmjesalers, thereby introducing a source of
“noise” in communication within the market (Galtiee002b). A solution can be the
dissemination of information on unreliable agemldrom et al., 1990; Greif 1993). But, if
the same network plays both the role of a transacatetwork and of an information network
on unreliable agents, this can also have a strommadt on network efficiency (Bloch et al.
2008).
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